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Introduction Challenges and Contributions

 Publishing data about individuals poses a privacy threat  Aim: To generate e-differentially private datasets by using microaggregation for improving data
because data may contain the sensitive information about utility.

individuals, e.g., medical history, and publishing them would
intrude upon individual privacy.  Key Challenge: To Enhance utility of published data by providing better within-cluster

homogeneity and reducing the amount of noise, in comparison with the state-of-the-art methods.

Data Holder/ Publisher

 Contributions:

a) Developed a microaggregation-based framework for generating e-differentially private datasets
nased on a novel notion of stable microaggregation;
Design a stable microaggregation algorithm that outperforms the state-of-the-art methods .
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Problem Statement Proposed Framework
* Two datasets X, Y € D are said to be neighboring, denoted || « Stable microaggregation: Let M be a microaggregation algorithm, C, = {c,, .., ¢, } be the set of
as X~Y, if |X|=]Y|=n, but X and Y differ in one record. clusters that results from running ¢ on X, and C; = {c', , .., ¢'_} be the set of clusters that results

from running M on Y, such that each cluster in C, and C, has at least krecords. M is stable if, for

any X~Y, there is a bijection between C, and Cy such that at most two pairs of corresponding
clusters in C, and C differ in a single record.

* A randomized mechanism K : ©® — D provides e-differentially

private datasets, if for each pair of neighboring datasets
X~Y, and all possible outputs @, € range(X ), it holds

* By approximating a query f to f oM via stable microaggregation, the utility of e-differentially
Pr[KX(X) e D, ] <e* x Pr[K(Y) € D,] private datasets is enhanced due to significant reduction in sensitivity as compared to the state-of-

the-art methods. The addition of noise can always be reduced in comparison with directly

e &> 0isthe differential privacy parameter. Smaller values of € applying K over X, regardless of the size of a dataset, when k> 2.

provide stronger privacy guarantees.
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Experimental Evaluation Conclusion

* QOur proposed stable microaggregation algorithm S-MDAV outperforms the state-of-the-art methods: I-MDAV and &DP, for

different values of k£and £in two real word datasets: CENSUS and EIA. * The proposed framework
outperforms the state-of-

the-art methods by
providing better within-
cluster homogeneity and
also  reducing noise
added into differentially
private datasets
significantly, regardless
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