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Abstract

Entity Resolution refers to the process of identifying records which represent the same real-
world entity from one or more datasets. In the big data era, large numbers of entities need
to be resolved, which leads to several key challenges, especially for learning-based ER ap-
proaches: (1) With the number of records increasing, the computational complexity of the
algorithm grows exponentially. (2) Quite a number of samples are necessary for training, but
only a limited number of labels are available, especially when the training samples are highly
imbalanced.

Blocking technique helps to improve the time efficiency by grouping potentially matched
records into the same block. Thus to address the above two challenges, in this thesis, we
first introduce a novel blocking scheme learning approach based on active learning techniques.
With a limited label budget, our approach can learn a blocking scheme to generate high qual-
ity blocks. Two strategies called active sampling and active branching are proposed to select
samples and generate blocking schemes efficiently. Additionally, a skyblocking framework
is proposed as an extension, which aims to learn scheme skylines. In this framework, each
blocking scheme is mapped as a point to a multi-dimensional scheme space where each block-
ing measure represents one dimension. A scheme skyline contains blocking schemes that are
not dominated by any other blocking schemes in the scheme space. We develop three scheme
skyline learning algorithms for efficiently learning scheme skylines under a given number of
blocking measures and within a label budget limit.

While blocks are well established, we further develop the Learning To Sample approach
to deal with the second challenge, i.e. training a learning-based active learning model with a
small number of labeled samples. This approach has two key components: a sampling model
and a boosting model, which can mutually learn from each other in iterations to improve the
performance of each other. Within this framework, the sampling model incorporates uncer-
tainty sampling and diversity sampling into a unified process for optimization, enabling us to
actively select the most representative and informative samples based on an optimized integra-
tion of uncertainty and diversity. On the contrary of training with a limited number of samples,
a powerful machine learning model may be overfitting by remembering all the sample fea-
tures. Inspired by recent advances of generative adversarial network (GAN), in this paper, we
propose a novel deep learning method, called ERGAN, to address the challenge. ERGAN
consists of two key components: a label generator and a discriminator which are optimized
alternatively through adversarial learning. To alleviate the issues of overfitting and highly im-
balanced distribution, we design two novel modules for diversity and propagation, which can
greatly improve the model generalization power. We theoretically prove that ERGAN can
overcome the model collapse and convergence problems in the original GAN. We also conduct
extensive experiments to empirically verify the labeling and learning efficiency of ERGAN.
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Chapter 1

Introduction

1.1 Background

Considering when you are scheduling a holiday trip, you can always find the cheapest flight
tickets on the website from different agents even for the same flight. When you are searching
for a paper or textbook with its title, website links from different sources may be provided.
Such things happen everyday to make our life easier, which is associated with a term: entity.

An entity normally refers to a thing that is distinct and unique existence in the real-world,
such as a person, a business company or even a place to go. In database systems, an entity can
be stored as a record with descriptions of the entity, which can be the color of a car, the venue
of a publication or the address of a person. Table|1.1|shows a dataset example of smartphones,
iPhone X and Samsung Galaxy S9 Plus with two colors, respectively.

Entity resolution techniques have been studied for about half a century since Fellegi et al.
first proposed the theoretical concepts of probabilistic record linkage in 1969 [47]]. Entity Reso-
lution (ER) is of great importance in many applications, such as matching product records from
different online stores for customers, detecting people’s financial status for national security,
or analyzing health conditions from different medical organizations [26; 50]. For example, if
a national census agency wants to obtain the population growth of its country in a time period,
ER is necessary to detect whether records from different time points refer to the same person,
no matter whether he or she changed name (e.g. due to marriage), postal address and so on. In
the Big-data era, large organizations deal with millions of records every day to discover useful
knowledge for decision making, and even a person can deal with thousands of records if he or
she types in one key word on a searching website. Normally, these websites integrate records

Table 1.1: An smartphone dataset referring to four entities.

Record Number Name Color Storage | Screen Size
1 Apple iPhone X Silver 64GB 5.8”
8 Apple iPhone X Space Gray 256GB 5.8”
73 iPhone X Space Gray 256GB 5.8”
T4 Apple iPhone X Space Gray 256GB -
75 Samsung Galaxy SO Plus | Midnight Black | 64GB 6.2”
76 Galaxy S9 Plus Black 64GB -
ry Galaxy S9 Plus Coral Blue - -
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BrfEre Record
ataset(s) Blocking Comparison Classification Clustering ClsEs

Figure 1.1: A general process of ER. One or more datasets after pre-processing (e.g. data cleaning)
are used as input, and clusters of records referring to the same real-world entities are generated as

output.

of multiple datasets from different data sources. For example, different online-shopping web-
sites such as ebay and amazon may provide different descriptions on the same product, on the
other hand, different product records may have similar descriptions as well. Such cases may
confuse the customers so that they may fail to tell one from another and thus make a poor de-
cision. How to process a large number of records and find out the real-world entity they refer
to is becoming more and more important.

Conceptually, Entity Resolution, which is also called Record Linkage [62; [70], Deduplica-
tion [27)] or Data Matching [26l], refers to the process of identifying records which represent
the same real-world entity from one or more datasets [[147]]. Traditionally, the entity resolution
process contains four steps: Blocking, Comparison, Classification and Clustering as shown in

Fig[T1]

— Blocking: Given one or several sets of records, blocking aims to group all the records
into different blocks, so that only potentially matched records within a block need to be
resolved referring to the same entity. For example, schema-agnostic blocking technique
considers a subset of attribute values, and records sharing the same values will be in
the same block. Blocking is a very important process in ER in that it can minimize the
number of comparisons without affecting the accuracy of resolution significantly.

— Comparison: Given records within a block, a pre-defined function is used to compare
record values pairwise by measuring the similarity of values, and it returns a vector
for each record pair indicating the degree of similarity of the two records. Standard
comparison functions includes n-gram Jaccard similarity, edit distance and so on [26].

— Classification: In this step, the feature vectors indicating the similarity of each record
pair are categorized as matches and non-matches as their labels, indicating whether the
corresponding records referring to the same real world entity or not. For example, a
machine learning-based classifier is normally trained based on labeled feature vectors
(as samples) and used to predict other vectors’ labels.

— Clustering: The final step comes to identify all the records referring to the same entity
into the same cluster, so that all records within one cluster are matches and referring to a
single entity. This step also helps to identify those records hardly to be directly identified
as matches corresponding to the same entity. E.g., A and B is match, B and C is match
but A and C is non-match [26].
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1.2 Challenges in Entity Resolution

A large number of approaches have been proposed in recent years to deal with aforementioned
issues. These approaches to classify the records can be either supervised or unsupervised.
Most of unsupervised approaches classify record pairs based on their similarities without any
label information, i.e., the ground truth (matches or non-matches) of record pairs [84], thus the
predicted classes may not be promised. For example, it is hard to define a proper similarity
threshold to determine whether a record pair is a match, and similar records may refer to
different entities. Supervised approaches, on the other hand, use prior knowledge on part of the
record pairs in a dataset to train a classifier, and apply this classifier to the rest of the dataset for
label prediction. However, the ground truth is expensive and sometimes even unable to achieve
[26l], due to two reasons: (1) the labels are normally provided by the domain experts, which
may contain human mistakes; (2) considering to compare 1,000 records in a dataset pairwise,
there will be in-total 499,500 labels; with the increasing size of a dataset, obtaining all the
labels becomes harder and more expensive.

Designing a model which can solve ER tasks with a limited number of ground truth labels
is not easy. There are three key challenges involved.

* Scalability: In ER tasks, in order to identify all the records referring to the same entity,
traditionally, every two records need to be compared as a pair. Given two datasets D
and D5, the number of pairwise comparisons is thus |D1| X |Dz|. This is not efficient
for large datasets. As a result, blocking techniques can be applied to group potentially
matched records into the same block, such that only records in the same block will be
compared in details using comparison functions. With the application of blocking, large
numbers of potentially non-match record pairs will not be compared. However, it is still a
problem to find good blocking schemes w.r.t. various criteria, such as pair completeness
(similar to recall) or pair quality (similar to precision) [[11]].

» Label Cost: When the number of record pairs are large, generating their labels (matches
or non-matches) is very expensive. Various approaches were proposed to improve the
time efficiency for blocking and classification in recent years [38; 162} 2]], but few of them
referred to the label efficiency for supervised approaches, i.e., how to train a good clas-
sifier with only a small number of labeled samples. Additionally, the class imbalance
problem exists in ER tasks, i.e., more non-matches than matches for the record pairs of
a dataset (the majority of pairs correspond to non-matches) [[149]. Traditional classifi-
cation methods need a large percentage of training set with random selected samples,
to guarantee its training performance and allow more matches to be selected. If we can
alleviate the class imbalance problem, the number of samples and labels we need will
decrease. Thus one challenge is how to obtain a (nearly) balanced training set with a
limitation number of labels?

* Quality: Using supervised learning-based classification models is an efficient and promis-
ing way to solve ER tasks and categorize record pairs into matches and non-matches
when the labeled training samples are sufficient. However, if the labeled samples are
limited, the quality of the performance can not be guaranteed. The models are so power-
ful that they can remember the features of all the samples, where the overfitting problem
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Figure 1.2: An example of the overfitting problem in ER classification. The dash line indicates how
the model classifies samples.
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Figure 1.3: An example of the cold start problem in ER classification. Samples in solid colors are
labeled for training, which are all from the majority class, i.e., samples in blue.

occurs. The natural of ER tasks aggravates this problem since the samples are highly im-
balanced, i.e., most of the samples are from the majority class. Thus how to train a model
with high performance under a limited number of labeled samples is still a problem in
solving ER tasks.

These challenges are not standing alone. With a limited number of training samples, the
overfitting problem is more likely to occur, where the label cost and the quality challenges are
related. Due to the class imbalance problem, there are far more non-matches than matches in
the training set, which will affect the performance of a machine learning model. Addition-
ally, when the samples are highly imbalanced, in the worst case, all the samples are from the
majority class and thus the cold start problem occurs. These problems are shown in Fig. [1.2]
and Fig. [I.3] where the red and blue points refer to matches and non-matches, respectively.
Specifically, in Fig. [I.2] a powerful model can easily distinguish the training samples with
different labels, even they are quite similar to each other in the sample space. However, such
models lose their generalization. All these problems will aggravate the difficulty of training a
classification model in solving ER tasks.
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1.3 Research Objectives

The aforementioned challenges can be summarized into two questions: (1) How to resolve en-
tities efficiently? (2) How to resolve entities accurately? This thesis addresses these challenges
from two perspectives in ER: (1) blocking and (2) classification.

1.3.1 Blocking Objectives

In ER, with the size of a dataset growing, the similarity computation time for records in-
creases quadratically. To eliminate the unnecessary computation and improve the time effi-
ciency, blocking techniques are widely applied by grouping potentially matched records into
blocks, and restricting the comparison only occurring between records in the same block. For
example, given a dataset D, the total number of record pairs to be compared is W
(i.e., each record is paired with all other records in D). Using blocking technique can reduce
the number of compared record pairs to no more than m(m—1)
records in the largest block and # is the number of blocks.

* n, where m is the number of

In past years, a good number of techniques have been proposed for blocking [43; [146;
S0; 1215 11225 1135]], such as sorted neighborhood based blocking [43]], locality-sensitive hash-
ing (LSH) based blocking [146]], clustering based blocking [355 [50]], graph based blocking
[[1215 [122], and scheme based blocking [[115 1355 845 [108; 1855 [17]. Among these techniques,
using blocking schemes is an efficient and declarative way to generate blocks. Intuitively, a
blocking scheme takes records from a dataset as input, and groups the records using a logical
combination of blocking predicates, where each blocking predicate specifies an attribute and
its corresponding function. Thus, using a blocking scheme helps the user to understand how
the blocks are generated.

Learning a blocking scheme is the process of deciding which attributes are chosen for
blocking, what the corresponding functions are used to compare values in attributes, and how
different attributes and methods are logically combined so that desired blocks can be generated
to satisfy the given criterion, e.g. at least how many percentages of matches are supposed to be
in the blocks. Compared with blocking techniques that consider data at the instance level [43]],
for example, split and merge specific records based on their own record values [50], block-
ing schemes have several advantages: (1) They only require to decide what metadata, such as
attributes and the corresponding functions, is needed, rather than what data from individual
records is selected; (2) They provide a more human readable description for how attributes
and methods are involved in blocking; and (3) They enable more natural and effective interac-
tion for blocking across heterogeneous datasets. A number of blocking approaches have been
proposed to learn blocking schemes [11; [84; [108]]. They generally fall into two categories:
(1) Supervised blocking scheme learning approaches. For example, Michelson and Knoblock
presented an algorithm called BSL to automatically learn effective blocking schemes [108]]; (2)
Unsupervised blocking scheme learning approaches [84]]. For example, Kejriwal and Miranker
proposed an algorithm called Fisher which uses record similarity to generate labels for train-
ing based on the TF-IDF measure, and a blocking scheme can then be learned from a training
set [84]. However, as mentioned above, sufficient labeled samples are necessary for super-
vised learning approaches; and there is no performance guarantee for unsupervised learning
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approaches.

Additionally, ER applications often involve multi-criteria analysis in choosing blocking
schemes. More specifically, given a scheme space that contains a large number of possible
blocking schemes and a collection of criteria for choosing blocking schemes, such as pair
completeness (PC), pair quality (PQ) and reduction ratio (RR) [27], how can we select the
most preferred blocking scheme? Ideally, a good blocking scheme should yield blocks that
minimize the number of record pairs to compare, while still preserving true matches as many
as possible, i.e., optimizing all criteria simultaneously. Unfortunately, the criteria for selecting
blocking schemes are often competing with each other. For example, PC and PQ are negatively
correlated in many applications, as well as RR and PQ [27]]. That is to say, a blocking scheme
with high PC normally leads to a low PQ, and conversely, a blocking scheme with high PQ
may have a low PC. From users’ perspective, they may have different preferences on blocking
schemes to deal with different applications, which may have specific requirements, and thus to
achieve entity resolution results from various perspectives. For example,

* Crime investigation: In crime investigation, when individuals are investigated for a
crime, it is necessary to identify as many candidates as possible so that the criminal
will not be missed out. In this case, blocking schemes with high PC values would be
preferred.

* Medical study: When studying the medical conditions of patients, we would need to
identify patients that exactly correspond to certain medical conditions. In this case,
blocking schemes with relatively high PQ values would be desired, because they can
help match the patients and the medical conditions so as to diagnose patients that are
necessarily included under study.

To effectively learn a blocking scheme that is optimal under one or more criteria, previ-
ous work has specified various constraints in the learning process [[86]. For example, some
approaches [[17;108]] aimed to learn a blocking scheme that can maximize both RR and PC of
record pairs. Some approaches [11; 84] targeted to find a blocking scheme that can generate
blocks with a minimal number of non-matched record pairs. However, setting such constraints
perfectly is a challenging task because constraints may vary in different applications and it is
often unknown which constraint is appropriate for a specific entity resolution task. If a con-
straint is set strictly, no blocking scheme can be learned; on the other hand, if a constraint is
set loosely, the learned blocking scheme may not be helpful in the task.

Finally, we summarize our research objectives for blocking as follows:

* Objective 1: To improve the computational efficiency in ER, we first need to build
blocks which contain potentially matched records using blocking schemes. With only a
limited number of labels available, we consider to learn optimal blocking schemes w.r.t.
a user specified criterion.

* Objective 2: A number of scheme-based learning approaches have been proposed, how-
ever, a properly pre-defined criterion, such as a threshold of pair completeness, is still
necessary for learning, which requires the user to be a domain expert with prior knowl-
edge on the dataset. How to overcome this under a limited number of labels is still a
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question. Hence, we target to proposing a framework which can present a set of “opti-
mal” blocking schemes under various criteria.

1.3.2 Classification Objectives

The challenges in ER classification are long standing and researchers are trying their best to de-
velop better solutions. Among these solutions, learning-based ER classifiers have been widely
used in the past years. However, due to the quadratic nature of record pair comparison required
by ER tasks [24]], labeling is costly and time consuming. Additionally, these manual labels are
highly imbalanced, and most of them are useless. This raises the difficulty of applying su-
pervised learning methods for ER, where the classifier requires a sufficient number of labeled
samples for training, which is infeasible in many real-world applications.

To reduce the labeling effort, alternatively, a number of semi-supervised learning methods
have been proposed [87; [149; [136]]. Some were proposed based on a low-density separation
assumption, i.e., there exists a low-density “boundary” so that instances belonging to different
classes can be distinguished [6; [101]. However, such a boundary may not always exist or can
be clearly identified, especially when the number of labeled instances is small [71]. Some
semi-supervised learning methods have utilized the idea of self-learning, which firstly trains a
classifier using labeled instances, and then selects unlabeled instances with predicted labels to
train a classifier iteratively [87)]. Although promising, these methods often lead to the issue of
overfitting when labeled instances in training are limited [125].

In this thesis, we first tackle these challenges using the active learning techniques. A num-
ber of approaches have been studied to solve the classification problem in entity resolution
tasks with active learning and achieved quite high performance [133}4;49]. However, current
solutions normally used pre-defined heuristic rules for sample selection and labelling, while
these rules need prior knowledge and may change w.r.t. different datasets and machine learn-
ing models. For example, uncertainty sampling as one kind of active learning techniques is
associated with a probabilistic learning model which is used to infer the uncertainty w.r.t. the
probability of whether a sample belonging to a certain class [90j [126]]. Considering an SVM
(Support Vector Machines) based active learning approach, samples which lie closest to the
SVM’s dividing hyperplane will be selected [132; 45]]. However, using such probability may
not be reliable since the classifier itself may not be trusted in some cases: (1) A limited num-
ber of training samples or a classifier with high complexity may cause the overfitting problem,
hence the predicted probabilities are not reliable; (2) When to deal with multi-class problems,
a sample with high uncertainty to one class may be certain to another class [[72].

The state-of-the-art active learning framework considering both uncertainty and diversity
[[157]], is not efficient in sampling. That is, uncertainty of samples is measured by entropy,
which can not be obtained from the classifier until all the samples are actively selected as the
training set. Additionally, considering the diversity of samples, the class of each sample is
known as prior information, so that samples can be selected from each class evenly, which
is not achievable under a limited number of labels. Furthermore, as we have mentioned, the
overfitting problem and the cold start problem may occur while training a classifier under a
limited number of imbalanced samples. How to alleviate the overfitting problem and the class
imbalance problem with a limited number of training samples is still a problem to be explored.
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Recent approaches indicate that solving ER tasks with neural networks can achieve better
performance than traditional methods such as Magellan [9; [113]. However, without sufficient
training data, a powerful machine learning model may be overfitting by remembering all the
features of training samples. In such cases, the learning model can correctly predict the classes
of seen samples with high certainty, but fail to predict the classes of unseen samples, thus
losing the generalization ability. This challenge is further aggravated when the underlying data
distribution is highly imbalanced, which raises the difficulty of applying supervised learning
methods for ER. Hence we aim to propose a deep learning-based framework which focuses
on tackling the following two challenges that cannot be handled by the existing deep learning-
based ER methods: (1) the overfitting problem; (2) the imbalanced class problem.

Thus, our research objectives for classification are as follows:

* Objective 3: To avoid using various pre-defined active learning heuristics for different
datasets and machine learning models, we consider to design a novel approach where
the active learning strategies can be learned from data. Our approach should also deal
with the cold start problem when the number of labeled samples is limited.

* Objective 4: Existing powerful machine learning models such as neural networks suffer
from the overfitting problem when the training samples are limited or the models are
powerful enough, especially when the samples are highly imbalanced. In such cases,
the models can remember the features of each sample and lose their generalization abil-
ity. We aim to design an approach for ER under a limited number of high imbalanced
samples.

1.4 Contributions

In this thesis, we focus on the above objectives for both blocking and classification. Inspired
by the success of active learning techniques, this thesis provides a detailed study for blocking
and classification with active learning techniques, and shows significant improvements in both
label efficiency and accuracy compared with the state-of-the-art approaches. Particularly, this
is the first time for blocking scheme learning with active learning techniques.

* Active blocking scheme learning. To deal with the first objective, i.e., learning the
“optimal” blocking scheme under a limited number of labels, we propose an active
learning-based approach. This approach contains two complementary and integrated
active learning strategies: (a) Active sampling strategy which converts the class imbal-
ance problem into the balanced sampling problem and then selects informative train-
ing samples; (b) Active branching strategy which determines the extension of candidate
blocking schemes by using either a conjunction or disjunction form. Our experimental
results show that our approach can efficiently learn a blocking scheme with less samples
while still achieving high quality compared with the state-of-the-art baselines. Details
of this solution are introduced in Chapter @]

* Scheme skyline learning. While the “optimal” blocking schemes can be learned under
a given threshold, it may still suffer from the circumstance that the user has no prior
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knowledge on defining a proper threshold. To deal with this issue, we formulate a novel
scheme skyline learning problem for entity resolution where only a limited number of
labels are available. Solving this problem would lead to generating a range of optimal
blocking schemes w.r.t. different blocking criteria and thus enable users to choose their
preferred blocking schemes. Three algorithms are proposed, where we both actively se-
lect informative samples and develop a scheme extension strategy for efficiently identi-
fying schemes that are possibly on a skyline in order to reduce the search space and label
cost used in the learning process. We have evaluated the efficiency and effectiveness of
our scheme skyline learning algorithms over five real-world datasets. The experimental
results show that our algorithms outperform the baseline approaches in all of the fol-
lowing aspects: label efficiency, blocking quality and learning efficiency. Details of this
framework are introduced in Chapter [5

Learning-To-Sample (LTS). While blocks of records are well established w.r.t. the
blocking schemes, the next step is to categorize all the record pairs within one block
into matches and non-matches for all blocks. Our objective is to design an active learn-
ing strategy regardless of the datasets and the machine learning models for entity res-
olution, and overcome the cold start problem at the same time. Hence we propose a
novel learning-based active learning framework, called Learning-To-Sample (LTS). In
this framework, two models are designed: a boosting model F and a sampling model G,
which can dynamically learn from each other in iterations for improving the performance
of each other. Additionally, the sampling model incorporates uncertainty and diversity of
samples into a unified process for optimization. This allows us to actively select samples
based on the joint impacts of probabilities of being mis-classified by a boosting model
and the distribution of samples in the sample space. The experimental results show that
our approach significantly outperforms all the baselines under a limited number of la-
bels, and efficiently alleviate the cold start problem, especially when the samples are
highly imbalanced. Details of this framework are introduced in Chapter|[6]

ERGAN. Although the active learning technique helps to reduce the label cost for ER,
it still suffers from the overfitting problem when the model is too powerful. To deal with
this objective including the overfitting problem and the class imbalance problem, we
propose a semi-supervised approach with generative adversarial nets, namely ERGAN,
for entity resolution. ERGAN has two key components: a label generator and a discrimi-
nator, which are optimized in an adversarial learning manner. We develop two integrated
modules: diversity and propagation modules, for the label generator and the discrimi-
nator, respectively, to improve the model generalization ability. We theoretically prove
that ERGAN overcomes the model collapse and convergence problems in the original
GAN, and we conduct extensive experiments to empirically verify the effectiveness of
ERGAN over all the baselines and our ablated models. Details of this framework are
introduced in Chapter|[7]
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1.5 Thesis Outline

We begin by discussing the preliminaries for entity resolution in Chapter [2l Then we review
the related work and background for ER, skyline queries, active learning, and machine learning
models in Chapter[3] In Chapter ] we propose an active blocking scheme learning approach
which incorporates active learning techniques into the blocking scheme learning process while
preserving quality. In Chapter [5] based-on the active scheme learning algorithm, we propose
a scheme skyline approach w.r.t. different criteria. We also propose a learning-based active
learning approach which selects samples by learning instead of pre-defined rules in Chapter 6]
We finally propose a neural network based classification model, which contains a label gener-
ator and a discriminator forming an adversarial network to deal with the potentially overfitting
problem under powerful models and a limited number of labeled samples in Chapter [/l The
thesis finishes with a summary, followed by an outlook to possible extensions in Chapter 8]



Chapter 2

Preliminaries

This chapter presents the notations and the experimental setups used in this thesis.

2.1 Notations

Let R be a dataset consisting of records. Each record ¥ € R is associated with a set of attributes
A, and each attribute @ € A has a domain Dom(a). We use r.a to refer to the value of
attribute a in a record r. A blocking function h : Dom(a) x Dom(a) — {0,1} takes a pair
of attribute values from Dom(a) as input and returns a value in {0, 1} as output. A blocking
predicate (a,h) is a pair of a blocking attribute 4 and a blocking function /. Given a pair of
records (r;,7;), a blocking predicate (a, h) returns true if h(r;.a,rj.a) = 1 and returns false if
h(ri.a,ria) =0.

Example 2.1.1. Consider the dataset example in Table 2.1|and suppose that we have a block-
ing predicate <Auth0rs, Same—soundex>, where Authors refers to the attribute in the dataset,
and Same-soundex refers to the blocking function applied for this attribute. In Table the
record r1 has “Gale” in the attribute Authors, while the records 1, and r3 have “Gaile” in the
attribute Authors. The soundex value of both “Gale” and “Gaile” is G4. The other records
r4 and 15 have “Johnson” in the attribute Authors and the soundex value of “Johnson” is
75. Hence, if we consider the pair of records (r1,72), this blocking predicate returns true be-
cause Same-soundex(Gale, Gaile) = 1. However, for the pair of records (r1,14), the blocking
predicate returns false because Same-soundex(Gale, Johnson) = 0.

Given a set of blocking predicates P, the blocking vector of a record pair (r;, rj> for block-
ing is defined as v = (v1, vy, ...v|p|), where each vy (k = 1,...,|P|) is a value of either 1 or 0,
describing whether the corresponding blocking predicate in P returns true or false, respectively.

A (blocking) scheme s is a disjunction of conjunctions of blocking predicates (i.e. in the
disjunctive normal form). Given a blocking scheme s, a blocking model can generate a set of
pairwise disjoint blocks B; = {by, ..., b‘BS|}, where by CR(k=1,...,|Bs|), Ur<k<|p,| bx =
Rand A1<izj<p, bi N bj = &. Moreover, for any two records r; and r; in a block by € Bs,
s must contain a conjunction of block predicates such that h(r;.a;) = h(rj.ak) holds for each
block predicate (g, k) in this conjunction.

A blocking scheme is called a n-ary blocking scheme if it contains n distinct blocking
predicates. Given a blocking scheme s = s1 V sy... Vs, where each s; (i = 1,...,n)is a

11
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Table 2.1: A bibliographic dataset example with three attributes: Title, Authors and Publica-
tionYear.

ID Title Authors | PublicationYear
1 An active learning ... Gale 2003
2 An active learning ... Gaile 2003
73 Entity resolution for ... Gaile 2006
T4 An active learning ... Johnson 2003
r5 || Active learning blocking ... | Johnson 2003

conjunction of blocking predicates, we can generate a set of pairwise disjoint blocks By =
{bl, . '/b|B5\}’ where bk g R (k = 1, ooy ’Bs ), U1§k§|BS\ bk = R and Alﬁi#jS\Bs\ bl' N b] =
&. Two records 7; and r; are placed into the same block if there exists a conjunction of block

predicates s; in the given blocking scheme s such that the feature vector x of (r;, rj> contains 1
for each blocking predicate in s;. We say s(x) = frue in this case; otherwise, s(x) = false.

Example 2.1.2. Given two blocking schemes s; = (Authors, Same-soundex) N (Title, Same-
value) and sy = (Authors, Same-soundex) N { PublicationYear, Same-value), s = s1V sy is
a 3-ary blocking scheme. This is because s contains three distinct blocking predicates, i.e.
(Authors, Same-soundex), ( PublicationYear, Same-value), and (Title, Same-value).

By applying the blocking scheme s on the records in Table a set of blocks B; =
{{r1,r2},{r3}, {ra, r5} } would be generated since s returns true for (r1,r2) as well as (r4,7s).

The feature vector of a record pair (r;,r;) for classification is a tuple (sim(r;.a1,7j.a1),
sim(r;.az,7j.a2), ...sim(r;.a 4|, 7.4 a|)), where each sim(rj.ar,rj.ar) (k = 1,...,[A]) is a
value between 0 and 1, referring to the similarity of the corresponding attribute values, which
is measured by similarity functions used in the comparison step of the entity resolution process.
A sample, denoted as x, is defined as either (1) a blocking vector for blocking tasks or (2) a
feature vector for classification tasks. For each sample x, a human oracle { is used to provide
alabel y € {M,N}. If y = M, it indicates that (r;,7;) refers to the same entity (i.e. a
match), and analogously, y = N indicates that (r;,7;) refers to two different entities (i.e. a
non-match). The human oracle  is associated with a budget limit budget({) > 0, which
indicates the total number of labels { can provide. A training set T = (X,Y) consists of a
set of samples X = {x1,x2, ..., xm} and their labels Y = {y1, 12, ...,ym}, where X is the
sample set.

Example 2.1.3. By applying the 2-gram Jaccard similarity function on the records r1 and 1y
in Table the feature vector x = (1,0.4,1).

A summary of notations used in this thesis is presented in Table 2.6

2.2 Experimental Setups

We will introduce the datasets and the measures used in this thesis. Additionally, all the algo-
rithms are implemented in Python 2.7.3, and running on a server with 6-core 64-bit Intel Xeon
2.4 GHz CPUs, 128 GBytes of memory.
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Table 2.2: Characteristics of datasets for entity resolution.

Dataset Cora  DBLP-Scholar DBLP-ACM NCVoter

# Attributes 4 4 4 18

# Records 1,295 2,616/64,263 2,616/2,294 267,716/278,262
# True Matches 17,184 2,360 2,224 6,122,579

# Blocking Predicates 16 16/ 16 16/16 72172
Class Imbalance Ratio | 1 : 49 1:31,440 1:1,117 1:2,692

Table 2.3: Attributes of datasets.

Datasets Attributes
Cora authors, title, affiliation, publisher and year
DBLP-Scholar title, authors, venue and year
DBLP-ACM : : y

county_id, county_desc, voter_reg_num,
voter_status_desc, voter_status_reason_desc,
absent_ind, last_name, first_name, midl_name,
full_name _rep, full_name_mail, reason_cd,
status_cd, house_num, street_name,
street_type_cd, res_city_desc and state_cd

NCVoter

2.2.1 Datasets

We will use the following four datasets in the experiments to evaluate the performance of our
approaches:

s Cora ! dataset contains bibliographic records of machine learning publications including
four attributes.

» DBLP-Scholar ! dataset contains bibliographic records from the DBLP and Google
Scholar websites including four attributes.

* DBLP-ACM [95]] dataset contains bibliographic records from the DBLP and ACM web-
sites including four attributes.

+ North Carolina Voter Registration (NCVoter) > dataset contains real-world voter reg-
istration information of people from North Carolina in the USA. Two sets of records
including 18 attributes are collected in October 2011 and December 2011 respectively
are used in our experiments.

The characteristics of these datasets are summarized in Table including the number of
attributes, the number of records (/ is used to separate the numbers for two datasets respec-
tively), the number of true matches, the number of blocking predicates used in the experiments

! Available from: hitp://secondstring.sourceforge.net
2 Available from: hetp://alt.ncsbe.gov/data/
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Table 2.4: The notions tp, tn, fp, fn defined in blocking evaluation w.r.t. a blocking scheme s.

# Record Pairs
True Label Iy iocks | Out of blocks
Match tp(s) fn(s)
Non-Match | fp(s) tn(s)

and the class imbalance ratio. We need to note that, blocking algorithms take records from
one or two datasets as input, and classification algorithms take feature vectors being generated
from record pairs using comparison functions as input. These feature vectors are generated
based on 2-gram Jaccard similarity if not specified.

2.2.2 Measurements

We use the following measures in this thesis to evaluate the quality and efficiency of our ap-
proaches. Following the previous work, different quality measures are used for blocking and
classification tasks, respectively.

2.2.2.1  Quality Measurements

Blocking quality

We use the measures which are widely used [27] for blocking scheme evaluation in our
thesis, which are originally used in Information Retrieval (IR) [127; [105)]. Ideally, a good
blocking scheme should yield blocks that minimize the number of record pairs to be compared,
while preserving true matches at a required level. Given a pair of records that are placed into
the same block, we call it a true positive if it refers to a match; otherwise, it is a false positive.
Similarly, a pair of records is called a false negative if it refers to a match but the records are
placed into two different blocks. For convenience, we use tp(s), tn(s), fp(s) and fn(s) to
denote the numbers of true positives, true negatives, false positives and false negatives in blocks
w.r.t. a blocking scheme s, respectively. These measures are defined in Table [2.4{ using a two-
by-two contingency matrix. Based on the notions of these, we adopt the following measures to
evaluate blocking quality:

* Reduction Ratio (RR) of a blocking scheme s is one minus the total number of record
pairs generated by a blocking model in terms of s divided by the total number of record
pairs without blocks, which measures the reduction of compared record pairs. That is,
RR is calculated as:

t
RR=1.0— P(s) +fp(s) @2.1)
tp(s) + fp(s) + tn(s) + fn(s)

* Pairs Completeness (PC) of a blocking scheme s is the number of true positives p(s)

divided by the total number of true matches, i.e. tp(s) + fn(s), which measures the
accuracy, i.e. rate of matches remained in blocks, is calculated as:

_ tp(s)
PC= 06 + ) 22
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Table 2.5: The notions tp, tn, fp, fn defined in classification.

True Label Predicted Class
Class = Positive | Class = Negative
Match tp fn
Non-Match fr tn

* Pairs Quality (PQ) of a blocking scheme s is the number of true positives tp(s) divided
by the total number of record pairs that are placed into the same blocks, i.e. tp(s) +
fp(s), which measures the efficiency, i.e. rate of true positives in blocks, is calculated
as:

tp(s)

TR0 e
* F-measure (FM) Both pairs completeness and pairs quality are essential to evaluate a
blocking approach, but the results may be conflict. That is to say, we may notice that
the value of PC will decrease when the value of PQ increases in the experiments, thus
we need to have a trade-off on PC and PQ. In this scenario, the definition of F-measure
was proposed, as the harmonic mean of PC and PQ. Given the value of PC and PQ, the

F-measure is calculated as:
2+ PCx* PQ

PC +PQ @4

F — measure =

Classification quality

The measures we use to evaluate classification models are defined in Table[2.5using a two-
by-two contingency matrix. The true positives are the pairs which are classified as positives
and are true matches. The false positives are the pairs which are classified as positives but are
true non-matches. Similarly, the frue negatives are the pairs which are classified as negatives
and are true non-matches, and the false negatives are the pairs which are classified as negatives
but are true matches. We can have the following measures in terms of the above definitions.

* Accuracy: The fraction of the record pairs in the datasets that are correctly classified by
the classification model, which is calculated as:
tp+tn
tp+tn+ fp+ fn

Accuracy = 2.5)

* Precision: The fraction of the number of record pairs classified as matches by the clas-
sification model that are true matches, which is calculated as:

.. tp
Precision = (2.6)
tp+ fp

* Recall: Recall is the fraction of the number of true matches in the datasets that are
correctly classified as matches by the classification model, which is calculated as:

_tp
Recall = ot 2.7
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* F-measure (FM): F-measure, which is also called F-score, is equal to the harmonic
mean of Precision and Recall. Given the value of precision and recall, the F-measure is
calculated as:

2 % Precision x Recall

F — = 2.8
fmeasiure Precision + Recall (2.8)

2.2.2.2 Efficiency Measurements

We use the following measures to evaluate the efficiency of entity resolution approaches.

* Run time: The computation efficiency of an algorithm can be estimated by the total
time required for the ER process.

* Memory size: The size of memory required during the entity resolution process.

* Label cost: The number of labels used in training a model during the ER process.
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Table 2.6: Notations in this Thesis.

Notation ‘ Definition
R, |R| Dataset and Size of the dataset
ag, A Attribute and set of attributes
Ti.0p Value of attribute a; w.r.t. record r;
h Blocking function
(ay, h) Blocking predicate
P Set of blocking predicate
T, |T]| Training set and size of the training set
s, S Blocking scheme and set of schemes
bs, Bs Block and set of blocks generated by scheme s
str String (a value type)
dist(stry, stry) Distance of two strings
sim(stry, strp) Similarity of two strings
x;i, X Sample and set of samples
w; Weighted value for a sample X;
f(xi)/g(xi) A function takes a sample x; as input
Ji Predicted label of x;
yi, Y Label, Set of labels corresponding to x; and X
ve{0,1} Binary value
v Binary vector
G(x;) Label generator for sample x;
D(x;,y:) Discriminator for labeled sample (x;, ;)
p(X) Distribution of sample set X
l Differentialable loss function
l Loss of a function
¢ Human oracle
Budget () Label budget
€ €[0,1] error rate
Q(f) Penalty for the complexity of function f
o Output vector from a softmax function
A A learning-based model
o Balancing parameter
B(s, X) Balance rate of scheme s in X
r Regularizer for sample distribution
0% Batch sample size
A

Batch sample set

True / False positives in blocks Bg

tn(s) / fn(s)

True / False negatives in blocks B;

PC Pair Completeness
PQ Pair Quality
RR Reduction Ratio
FM F-Measure
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Chapter 3

Background and Related Work

This chapter provides the background and related work on entity resolution, especially on
scheme-based blocking approaches and machine learning-based classification models. This
chapter also gives a brief introduction to skyline queries, active learning techniques and ma-
chine learning models which are closely related to the research objectives.

3.1 Entity Resolution

Entity resolution aims to identify different records which refer to the same real-world entity. It
plays a more and more important role in many application areas such as linking census records
[96l], public health [74]], web search [75]], comparison shopping [[151], counter-terrorism [124]],
and so on in recent years. For example, health researchers are interested in aggregating health
datasets from different organizations for quality health analysis such as epidemiological studies
and adverse drug reaction investigation. The health-related entity resolution can also be used
to develop health strategies in an efficient and effective way, compared with the traditional
survey method which is a time-consuming process [33]. Many business companies such as
price comparing agents and third-party on-line shopping companies take advantage of entity
resolution techniques for matching products from different websites in order to offer a fair
price for their products, such as eBay, Amazon. Entity resolution can also be applied to web
search areas, for example, identifying documents that belong to the same subject or are written
by the same author [114].

In this section, we introduce the procedure of entity resolution in two categories: (1) tradi-
tional entity resolution process [26] and (2) the entity resolution process using deep learning-
based models [44;[113]].

3.1.1 Traditional Entity Resolution

Traditional entity resolution process is composed of four steps: blocking, comparison, classifi-
cation and clustering, with different techniques being applied in each step. Figure [3.1]outlines
these steps, together with the input and output for each step in entity resolution. Date cleaning
is a pre-processing step to clean the datasets. For example, if two or more datasets are used for
entity resolution, they may have different data structures and are not easy to be used directly,
e.g. different attribute names. In addition to this, records to be resolved may contain missing
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Figure 3.1: The four general steps in entity resolution process with the input and output for each
step.

values and noisy data [128] and need to be cleaned. Some techniques of data cleaning for
entity resolution are discussed in [32}; [26].

Generally speaking, blocking is used to reduce the comparison time of record pairs by
grouping those potentially matched pairs into the same block. Comparison is used to cal-
culate the similarity of a record pair using certain similarity functions, e.g. the similarity of
strings, q-gram, TF-IDF, geographical distance and so on. Furthermore, classification is nec-
essary to identify if a record pair is a match or not, which can be threshold-based, rule-based,
probabilistic-based or machine learning-based techniques [26]. Once all the matches are found,
they are grouped into different clusters, all the records within one cluster refer to the same real
world entity. Clustering can be solved by using the clustering techniques.

3.1.1.1 Blocking

Given two datasets D and D», the total comparison time in entity resolution tasks without
blocking is | D1 * |D2|, assuming there is no duplicate in each dataset (i.e., no more than two
records referring to the same entity in one dataset). Therefore, with the size of dataset’s grow-
ing, the comparison time increases quadratically. With the application of blocking techniques,
say, if all the records are grouped into k blocks, and the largest block contains |By| and |B;|
records from each dataset, respectively, then the total comparison time in the comparison step
is no larger than k * |By| * |By|. Similarly, for a single dataset D, the comparison time is no
larger than k*‘ZB‘Z, where B is the largest block containing | B| records. Consequently, blocking
is an essential step in entity resolution to improve the computational efficiency.

In blocking, attribute values are often used to group records into different blocks [26]],
which is a straight forward way for the user to understand how the blocks are generated. If
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values from more than one attribute are used, they can be in the disjunctive normal form, which
refers to a disjunction of conjunctions. In real-world datasets, records may contain mistakes
such as typographical errors, and using attribute values for blocking becomes less accurate.
Normally, when it is hard to decide whether a similar record pair is a match or not, we would
prefer putting them into the same block. This is because, even though grouping records with
similar values may lead to placing some true non-matched records into the same block, these
records may still be teased out in the further comparison step. On the other hand, if we miss
out a true matched pair, it would not be back any more. Hence to avoid this, we use blocking
functions considering the similarity of records instead of comparing their exact values. For
example, phonetic functions such as soundex [[117] can help to alleviate typographical errors,
and these functions can be used as blocking functions [27]. In addition to grouping records
into disjoint blocks, some approaches adopt a multi-block strategy such that a record can be
grouped into multiple blocks [26].

Blocking is regarded as an efficient way to reduce the computational time of the entity
resolution process. A number of blocking techniques for entity resolution have been proposed
in previous years which have been compared in several surveys [7; 27]. Here we summarise
three widely used types as follows.

* Scheme-based blocking: Scheme-based blocking approaches are the traditional ap-
proaches where each record is inserted into one block only, which is also called standard
blocking. In scheme-based blocking, all records that contain the same value referring
to the blocking scheme (e.g. same authors in a citation dataset) will be inserted into
the same block, and only the records within the same block will be compared in the
comparison step [47]].

* Scheme-agnostic blocking: There are also some scheme-agnostic blocking approaches:
(1) Token based blocking, which is also called Q-gram based blocking, aims to group all
records containing the same token (e.g., string of length ¢) into the same block [/7;[119].
Rather than generating blocks according to blocking schemes, these approaches can gen-
erate blocks w.r.t. tokens called sorting key values (SKVs), which are generally sub-
strings of records [[65;89]. (2) Clustering based blocking [[120] aims to group a number
of records into the same block by pre-defined criteria using some computationally cheap
clustering techniques in an unsupervised manner. These criteria can be similarity thresh-
olds [[107], a number of k nearest neighbors [28]], a fixed blocking size [50] and so on

* Meta blocking: Different blocking approaches may generate various blocks. Generally
speaking, if the size of most of the blocks is large, the number of comparison is often
large; if the size of blocks is small, the completeness and quality of blocks can potentially
be low. Hence several methods have been proposed to improve the performance of
blocking by controlling the block size using meta blocking techniques [122;[121].

In the following, we will review some existing work of these types, respectively.

Scheme-based blocking
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Scheme based blocking for entity resolution was first mentioned by Fellegi and Sunter
[47]. They are the first to use an ( attribute, blocking-function ) pair as a blocking predicate
to define blocks. For example, the soundex code of both names Gail and Gayle is “G4”, thus
records that contain either of the names are placed into the same block. However, a blocking
scheme, which is defined as a disjunction of conjunctions of block predicates, has to be chosen
by domain experts. Michelson has proposed a machine learning-based blocking scheme learn-
ing algorithm called Blocking Scheme Learner (BSL) [110]. This is the first algorithm to learn
blocking schemes instead of generating them by a domain expert. It uses the Sequential Cov-
ering Algorithm (SCA) to learn schemes aiming to achieve both high pairs completeness and
high reduction ratio. Later on, a number of scheme learning approaches have been proposed,
which generally fall into two categories: (1) supervised blocking scheme learning approaches
[[LO8 171, and (2) unsupervised blocking scheme learning approaches [84; 85; 86].

Suffering from the training samples with imbalanced classes, where non-matches are much
more than matches, Bilenko et al. [11] proposed two blocking scheme learning algorithms
called ApproxRBSetCover and ApproxDNF to learn disjunctive blocking schemes and DNF
(i.e., Disjunctive Normal Form) blocking schemes, respectively. A training set in this approach
contains two kinds of pairwise supervision training samples: positive record pairs and negative
record pairs. In the ApproxRBSetCover algorithm, given a set of candidate predicates, this
algorithm selects those predicates which can cover more than a given number of positive pairs
and can not ignore a given number of negative pairs. In the ApproxDNF algorithm, each
conjunction of predicates must match the above two criteria with one more constraint: the
length of the conjunction must be less than a specific length.

Additionally, one challenge in entity resolution is that obtaining the labels for all possible
record pairs is very expensive. To deal with this challenge, Cao et al. [17] used both labeled
and unlabeled samples in their approach to improve the label efficiency compared with other
works. Their algorithm can learn a blocking scheme using conjunctions of blocking predicates
to satisfy both minimum true-match coverage and minimum precision criteria.

Later on, in 2013, Kejriwal et al. [[84] proposed an unsupervised algorithm for learning
blocking schemes. In this paper, a weak training set was considered. However, the labels of
record pairs (positive or negative) in a training set are not generated manually, but by calculat-
ing the similarity of record pairs in terms of their TFIDF statistics. A training set also contains
two parts: positive labeled pairs and negative labeled pairs. An algorithm called FisherScore
[L1] is proposed to calculate the fisher score for each given attribute. In the main algorithm
called FisherDisjunctive, two criteria are used the same as in ApproxRBSetCover, and pred-
icates that match the criteria are sorted by their fisher scores in descending order. The first
predicate is selected as part of the blocking scheme, and if the later predicate can cover at least
one new positive pair in the training set, it will be selected in a disjunctive form. After all the
positive pairs are covered by the disjunction of predicates, the blocking scheme is learned.

Scheme-agnostic blocking

Hernandez et al. proposed sorted neighborhood blocking as a scheme-agnostic blocking
approach [65]]. This approach uses a ‘sorting key’ to sort records according to the sorting key
value (SKV), over which a sliding window of fixed size is then used and candidate record
pairs are generated from records that are within the current window. The sorted neighborhood



§3.1 Entity Resolution 23

blocking approach is not suitable if the first character of a SKV contains errors. Q-gram
based blocking has been proposed to overcome this drawback by generating variations of each
attribute value using g-grams (sub-strings of length q), and inserting record identifiers into
more than one block [89; 97; [144]]. Suffix array based blocking has been also proposed to
overcome the issue of errors and variations at the first character of a SKV by generating suffix
substrings of blocking predicate values, which are called suffixes [[1]. The suffixes of a string
are sub-strings with one or more characters at the beginning removed. Additionally, string-
Map based blocking aims to map SKVs to objects in a multi-dimensional Euclidean space
while preserving the similarities (distances) between blocking predicate values [[77].

Some existing work has formulated blocking as an unsupervised clustering problem, where
similar records are placed into the same cluster. The Canopy clustering technique for blocking
is based on the idea of using a computationally effective and efficient clustering technique
to create high-dimensional overlapping clusters, from which candidate record pairs can be
generated [355[153]]. The state-of-the-art blocking technique in this line was proposed by Fisher
et al. [50].

Meta blocking

Whang et al. [[152]] proposed an iterative blocking framework where blocks are iteratively
processed until no block contains any more matching records, i.e., if one record appears in
a block, all its matched records will be presented in the same block. In this framework, two
algorithms called Lego and Duplo have been proposed, while the second one was used for large
scale datasets which have to be stored in disk instead of memory.

Papadakis et al. proposed an unsupervised meta-blocking framework [[122]] which aimed to
extract the most similar pairs of records from blocks. This framework first generates a blocking
graph based on existing blocks. In such a graph, each node represents a record, and a weighted
edge between two nodes refers to the similarity of the corresponding records. Then, four
algorithms have been proposed to prune unnecessary edges and nodes based on edge weights.
Weight Edge Pruning and Cardinality Edge Pruning are two algorithms to prune edges in
order to change record pairs from positives (predicted as matches) to negatives (predicted as
non-matches). The former algorithm uses the minimum edge weight as a threshold, while the
latter algorithm reserves top-k highest edge weights. Weight Node Pruning and Cardinality
Node Pruning are two local pruning algorithms to discard edges of a specific node based on
the edge weights between this node and its neighbors. The former algorithm uses the local
minimum edge weight as a threshold, while the latter algorithm reserves top-k nearest nodes
for this specific node, i.e., k nodes with highest edge weights.

Since the unsupervised meta-blocking framework proposed in [[122] can not provide a qual-
ity guarantee, which can be either conservative (i.e., fail to discard unnecessary record pairs) or
aggressive (i.e., discard necessary record pairs), Papadakis et al. proposed another supervised
meta-blocking framework [[121]]. This framework aims to learn an optimal classifier to decide
the best k-value for cardinality pruning and the edge weight threshold for weight pruning.

3.1.1.2 Comparison

Comparison is an essential step in the entity resolution process to compare the similarity for
each record pair. A number of comparison techniques have been proposed based on measuring
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different kinds of distances of two records whose values are regarded as two strings. Some
of the widely applied comparison techniques are listed as below, where strq, str, refers two
strings corresponding to two records 1 and 7».

Exact Comparison: A simplest method to compare a record pair (r1,77) is to consider two
records as two strings (str1, strp) and check whether they are the same. The comparison result
of a record pair is considered as 1 if two strings are identical, otherwise it is 0. The exact
comparison function is:

1 ifstrqy = strp

1
0 if stry # stry -1

SiMexact (Stry, stry) = {

Truncate Comparison: If the string value of a record is too long or contains some errors in
some substrings (this is because a string may contain several attribute values corresponding
to a record, and some values may contain errors), we can truncate the string and use only the
beginning or ending characters. If the first i characters of a string with 2 characters are denoted
with str[1 : i] and the last j characters are denoted with str[j : 1], then a truncate function can
be described as:

. ’ [ 1 ifstry[l:id] = strp[1: ]
Slmtrun,begm(l)(Strlr StrZ) = { 0 ifstr [1 . Z] 7& St?"z[l : l] 3.2)

. [ 1 ifstrij: n] = stry[j : n]
Szmtrun,end(j)<St7115t72> = { 0 if St7’1[j : 1’1] 7& stry [] : Tl] (3.3)

These functions, i.e., Functions [3.1] [3.2]and [3.3] are proposed based on the exact record
values, thus they are also called binary comparison techniques. However, in real-world datasets
for entity resolution, records are not “clean” to generate reliable feature vectors based on their
exact values. To deal with such real-world datasets, we apply approximate comparison tech-
niques which present how similar two records are by calculating the distance between them.
Such approximate comparison techniques using similarity functions can return a normalized
similarity value sim € [0, 1], where 0 means that two records are totally different and 1 means
that two records are exactly the same.

Levenshtein Edit Distance String Comparison: The basic edit distance is also called Lev-
enshtein edit distance [[78; [115]. The Levenshtein edit distance of a record pair is defined as
the minimum number of edit operations one string str; need to convert into the other string
stry. Here, an edit operation is an single character operation including deletion, insertion and
substitution. The record pair similarity based on Levenshtein edit distance can be presented as:

o diStLevenshtein [Strl/ Sti’z]
max(|stry|, |stra])

SimLevenshtein (St?’l, StrZ) =1 (3.4

For the first i characters in strq and the first j characters in stry:
If strq[i] = stra[j], then

diStLevenshtein [l/ ]] = diStLevenshtein [1 - 1/j - 1]
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If strq[i] # stra[j], then

Aist evenshtein [1 - 1/]] +1 a deletion,
AistLevenshtein|l, j| = minimum < distpepenshtein[i, j — 1] + 1 an insertion, or  (3.5)
distpevenshtein|i — 1,7 — 1] +1 a substitution.

Example 3.1.1. The Levenshtein edit distance between kitten and sitting is 3: (1) starting
with kitten, we first replace k by s, obtaining sitten; (2) then the 5-th character e is replaced
by i, obtaining sittin; (3) finally, an insertion operation of g is used at the end of the string,
obtaining sitting.

Smith-Waterman Edit Distance String Comparison: Another edit distance based approxi-
mate comparison technique is called Smith-Waterman edit distance [115]], which calculates the
record pair similarity as:

bsgmi
- _ Smith_-Waterman (3.6)
demith,Waterman X MSy

SUM Smith_Waterman (Strll 5t7’2)

where ms,, is one of five scores representing five basic character operations, including exact
match (score of 5), approximate match (score of 2), non-match (score of -5), missing value start
(score of -5), and missing value continuation (score of -1). diUg,,itn Waterman can be decided by
one of the three values: min(|stry|, |stra|), max(|stri|, |strz]), or w bSsmith Waterman
uses the same matrix for calculating deletion, insertion or substitution as in Equation [3.5] but
it uses the maximal value instead of the minimum value among them.

These functions, i.e., Function [3.4] and [3.6] are distance-based, where we calculate the
distance between two records by regarding them as strings. The similarity is 1 minus the
distance between them. Three main properties of distance functions should be noticed that:
(1) all distance values must be non-negative; (2) the distance between two strings i and j is
symmetric, i.e., dist(i, j) = dist(j,); (3) the distance between i and j must no larger than the
combined distance between them via a third object k, i.e., dist(i,j) < dist(i, k) + dist(k, j),
which is also called the triangular inequality property.

Q-gram based String Comparison: We discuss how g-gram based techniques are used for
record comparison. We split a record pair to be compared into two sets of sub-strings, one
set for one record, and each sub-string contains q characters, for example, 3-gram sub-strings
of “elizabeth” are {“eli”, “liz”, “iza”, “zab”, “abe”, “bet”, and “eth”}. The similarity of two
records can be calculated by the following comparison functions:

. |stry N stry|
b stry) = — 3.7
SiMMgveriap (St11,5112) min(|stry|, |stra|) 7

' |stry N stry|
e sty = lstrinstrl 3.8
Slm]accard(s .8 1’2) ‘strl U St1’2| oy

' 2 X |stry N st

Sitgice (str1, str2) = —— stry 1 strs| )

|stry| + |stro]
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These three functions calculate the overlap similarity, Jaccard similarity and Dice similarity
[26] of a record pair.

Monge-Elkan String Comparison: This comparison technique has been proposed specif-
ically to calculate the similarity of strings of words such as business names, addresses and
personal names that are not standardized and segmented [111]. This comparison technique
works as follows: first two records are split into two sets A and B of word tokens, then each
token in one set is compared with all the tokens in the other set in terms of a similarity function
(where it is called the secondary similarity function to distinguish the one for Monge-Elkan
similarity). Finally, the maximal similarity value of each token in set A corresponding to all
the tokens in set B is selected to calculate to Monge-Elkan similarity.

SoftTFIDF String Comparison: Since the TF-IDF (Term Frequency and Inverse Document
Frequency) technique has been widely used for document analysis, Cohen et al. introduced
it as a comparison technique in entity resolution [34]]. The concept of term frequency is used
to identify relevant terms which have a high frequency, and the inverse document frequency
is used to identify terms that can distinguish documents with low frequency. In the record
comparison, a word token is regarded as a term.

3.1.1.3 Classification

A number of classification approaches for entity resolution have been proposed in the literature
[25; 1665 26]]. Traditional classification techniques can be grouped into the following categories:

* Threshold-based techniques: With the vectors of record pairs obtained as the output of
the comparison step, we can set a threshold to classify all the record pairs into two cate-
gories: match and non-match. The record pairs whose vector values are higher than the
threshold are regarded as matches. In some cases, an upper threshold as well as a lower
threshold are used, and record pairs whose vector values are above the upper thresh-
old, between two thresholds or below the lower threshold are considered as matches,
potential matches or non-matches, respectively [25].

* Probability techniques: The probability techniques are similar to the threshold-based
techniques in that we also need to set one or two thresholds. However, the difference is
that we need to calculate the probability of being considered as a match or non-match
for each record pair in terms of its vector values [315166].

¢ Cost-based techniques: There are two kinds of errors when we consider if a record
pair is a match or non-match, i.e., a record pair referring to the same real-world entity is
classified as a non-match, or a record pair referring to different real-world entities is clas-
sified as a match. The probability techniques consider these two types of errors equally
important. However, we can still weight different types of probabilities by adding a cost
for each probability [145]]. For example, we can add a higher cost to the probability of
classifying a true non-match pair as a match, or we can add a lower cost to the probability
of classifying a true match pair as a potentially match.
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* Rule-based techniques: The above techniques consider each vector as a whole when
they classify the corresponding record pair as a match or non-match. However, with the
application of rule-based techniques [[150; 146]], we can consider each value in a vector
separately by adding rules with different thresholds for each vector value we need. For
example, we have vectors of n values (simy, simy, ..., simy), and we define the classifi-
cation rules as (sim; > 0.8 Asimp < 0.2 Asimy > 0.4) or ((simg > 0.6V simy <
0.4) A (simg > 0.4V simg > 0.75)). Such hand-crafted rules require certain thresholds
to define similarity or dissimilarity of records [255 [137]].

Additionally, learning-based techniques are widely used which adopt a machine learning
model to classify whether a feature vector of a record pair refers to the same entity. In the
literature, there are three main categories: (1) Supervised learning approaches, which train a
model with labeled samples so that it can predict unlabeled samples. The most recent work
is Magellan [92], which considered learning models including Decision Tree, Random Forest
and Support Vector Machine (SVM). Some work also studied ensemble learning approaches
by building a strong learner based on a set of weak learners [52]. A widely used ensemble
classifier is extreme gradient boosting (XGBoost) [19], which used the sparsity-aware algo-
rithm and the weighted quantile sketch for approximate learning. (2) Unsupervised learning
approaches, which do not consider any ground truth labels, but assign labels to samples based
on prior knowledge such as record similarity [[105 [79]. One approach for entity resolution is
called two-steps (2S) [24]]. It first labeled a number (e.g. 10 percents of a dataset) of the
most similar and dissimilar record pairs, respectively, and then trained an SVM in the second
step. A recent work in this line was proposed by Jurek et al. [79], which considered both
ensemble learning and automatic self-learning for classification based on training labels which
are automatically generated w.r.t. different similarity measure schemes. A graph-based un-
supervised approach for entity resolution was proposed by Zhang et al. [[158] which has two
components: Iterative Term-Entity Ranking (ITER) and CliqueRank for record graph construc-
tion. (3) Semi-supervised learning approaches, which sit between supervised and unsupervised
learning in that they take a limited number of real labeled samples and sufficient unlabeled sam-
ples for training. The state-of-the-art semi-supervised learning approach for entity resolution
is an ensemble learning-based approach using Adaboost [[129] for label prediction based on
seed samples that have real labels [87].

3.1.1.4 Clustering

Once we obtain the predicated labels for all the record pairs, i.e., matches and non-matches,
we can resolve entities with corresponding records, where each matched pair refers to exact
one real-world entity. However, what is the efficient way to find the entity if we have three
records (r1,72,73), where (rq,72) and (r1,r3) are matches, but (rp,73) is a non-match? What
about more than three records referring to the same entity? We need clustering techniques.
Many clustering techniques are developed by researchers from statistics, data mining and ma-
chine learning domains, and they use different heuristics to guide the clustering process [64]].
Clustering techniques in entity resolution group records into different entity clusters, and each
cluster contains records corresponding to the same entity [148;|147]. Clusters may be small, or
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even contain one record, which means only one record in the dataset(s) referring to this entity
[147].

Lokhande et al. [[104] proposed a correlation-clustering based approach. In this approach,
the clustering problem is first treated as a Minimum Weighted Set Packing (MWSP) problem
for optimization. Furthermore, the MWSP problem is tackled using Column Generation (CG),
which targets at solving an Integer Linear Programming (ILP) of the MWSP by constructing a
small sufficient subset of samples. Additionally, the Flexible DOIs (F-DOIs) has been proposed
based on the accelerated CG using Dual Optimal Inequalities (DOIs) technique, which helps
to reduce the search space of the LP problem.

3.1.2 Entity Resolution with Deep Learning

In recent years, motivated by the success of deep learning techniques in computer vision
[60; 159], natural language processing [39] and so on, several attempts have been made to
design deep learning solutions for entity resolution tasks [30]. In such approaches, traditional
comparison and classification steps are merged into one: the representations of records are first
learned, then they are compared and aggregated in a sequence, and finally a model is used to
predict the labels corresponding to the record pairs, i.e., matches or non-matches [[116].

Representation learning and comparison. Ebraheem et al. proposed DeepER, which used
bi-directional Recurrent Neural Networks (RNNs) with Long Short Term Memory (LSTM)
units to learn a distributed representation for each record [44]. Mudgal et al. studied how to
use deep learning techniques developed in natural language processing to handle the problems
of attribute embedding, attribute summarization and attribute comparison [[113]]. A recent work
proposed by Nie et al. [116] used an align-compare-aggregate framework for a token level
sequence-to-sequence entity resolution which aimed to solve the heterogeneous and dirty data
problems, specifically, it learned the representations of tokens, captured the semantic relevance
between tokens, and aggregated matching evidence for accurate entity resolution decisions in
an end-to-end manner. In deep learning approaches, the comparison step of traditional entity
resolution is replaced by a comparison layer. However, there is no specific measure for record
comparison. Fu et al. [S6] proposed an end-to-end multi-perspective entity matching model,
which can adaptively select optimal similarity measures for heterogeneous attributes by jointly
learning and selecting similarity measures in an end-to-end way.

Deep learning under limited labels. Several approaches have been proposed to deal with the
problem of insufficient labels in entity resolution. Taking the advantages of transfer learning
techniques, Zhao and He [159] proposed Auto-EM, which leverages pre-trained entity reso-
lution models from large scale, production knowledge bases. In this model, for each entity
type in the knowledge base, such as people and location, the synonymous names of known
entities are used for pre-training, thus models for each type are trained using a hierarchical
neural network architecture. Additionally, with little or no training data, i.e., either fine-tuning
or using the pre-trained entity resolution directly, a target entity resolution task can be solved.
Kasai et al. also proposed an entity resolution solution with both trasfer learning and active
learning [81]]. However, the well-known limitations of transfer learning are that (1) it needs a
pre-trained model before applying to a target task, and (2) a prior assumption on the correlation
between the source and target tasks is also required, which restrict its practical applicability for
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entity resolution problems in real-world applications. Some more approaches are reviewed by
Christophides et al. [30]. The state-of-the-art unsupervised approach is called ZeorER, which
is proposed by Wu et al. based on the insight that the feature vectors of matches are different
from those of non-matches [[154]. This approach is built based on a generative model w.r.t.
Gaussian Mixture Models to learn the distribution of matches and non-matches. Additionally,
since samples used to train the model are not labeled manually, but based on feature vectors,
to avoid the extreme cases for feature overfitting, e.g. dis-similar vectors may be considered as
matches by the model, an adaptive regularization technique is proposed. Finally, the transitivity
property is used in the generative model for performance improvement.

Deep learning for unstructured data. While some of the approaches are limited to resolve
entities under specific data structures, i.e., schema-specific, taking the advantage of pre-trained
language models such as BERT [39], Teong et al. [142] proposed a scheme-agnostic model.
This model is first pre-trained as a language model, i.e., BERT and then fine-tuned by the
labeled entity resolution dataset. Li et al. [102] proposed an entity matching system based on
pre-trained transformer-based language models called DITTO by fine-tuning and casting EM
as a sequence-pair classification problem to leverage such models.

Deep graph-based entity resolution. Li et al. [99] is the first to deal entity resolution tasks
in the token-centric manner, i.e., to present and compare records based on their token val-
ues, using an entity record graph. It helps to overcome some shortages of attribute-centric
approaches. These shortages can be the semantic sparsity and information dilution problem
of attribute representations, the inflexible comparison problem from hard attribute alignment
and the difficulty in handling heterogeneous attributes. The proposed model called GraphER
is composed of four layers. The ER-GCN layer is built based on Graph Convolutional Net-
works (GCNs) to capture both the semantic and structural information of attribute values, and
embed them into token representations. The comparison layer yields comparison vectors by
comparing the representations of record pairs. Then the aggregation layer is used to find the
important matching features. Finally the prediction layer is used to predict the final labels for
record pairs.

3.2 Skyline Queries

Skyline queries normally refer to finding a set of objects that are useful to a user, where these
objects belong to a multi-dimensional space. Typically, there exist trade-offs between these
dimensions, so that there is no unique object to be the best [88]]. A good number of approaches
on skyline queries have been studied in the context of database in the literature [215 103} 141}
131]]. It can be regarded as the queries of value-for-money problem [80], which provides a
set of options representing the optimal combinations of the characteristics of a database, for
example, the location and price of all the hotels in a city. Existing approaches primarily focused
on learning representative skylines, such as top-k RSP (representative skyline points) [103], k-
center (i.e., choose k centers and one skyline point for each center) [141]] and threshold-based
preference [[131]].

From an algorithmic perspective, a naive algorithm for skyline queries (e.g., nested-loop
algorithm) has the time complexity O(nzd ), where 1 is the number of records and d is the
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number of attributes in a given database. Later on, several algorithms have been proposed
to improve the efficiency of skyline queries based on different properties which have been
previously ignored. In the early days, Borzsony et al. [13] proposed the BNL (block nested-
loop) algorithm based on the transitivity of a dominance relation (e.g. if a4 dominates b and
b dominates c, then a dominates c¢). Then, Chomicki et al. [22} 23] proposed an SFS (sort-
filter-skyline) algorithm with the improvements: progressive and optimal comparison times.
Sheng and Tao proposed an EM (external memory) model based on an attribute order [13]].
Morse et al. proposed the LS-B (lattice skyline) algorithm based on the low cardinality of
some attributes (e.g. the rating of a movie is an integer within a small range of [1, 5]) [112].
Papadias et al. proposed the BBS (branch-and-bound skyline) algorithm based on the index of
all input records by an R-tree [123]).

Existing work on skyline queries aims to efficiently tease out a skyline of queries over a
database in which records and attributes are known. In contrast, our study has shifted the focus
to learning a skyline of blocking schemes in terms of a given number of selected criteria but the
actual values w.r.t. these criteria are not directly available in a database. Particularly, in many
real-world applications, only a limited number of labels are allowed to be used for assessing
blocking schemes. Thus, how to efficiently and effectively learn a skyline of blocking schemes
is a difficult task. In this thesis, different from previous works on blocking schemes and skyline
queries, we consider to leverage active learning techniques for finding informative samples
and improving the performance of learning, and propose novel algorithms to efficiently learn
skylines of blocking schemes .

3.3 Active Learning

In this section, we first briefly introduce the general active learning techniques which are shown
to be efficient in reducing the label usage and overcoming the class imbalance problem (i.e.,
two main issues in entity resolution). Then we introduce some entity resolution approaches
that have adopted the active learning techniques and how the state-of-the-art learning-based
active learning technique is developed.

Active learning in general. Active learning has been extensively studied in the past [134].
The goal of active learning is to enable a machine learning-based model, where large amounts
of training samples are normally required, to achieve better performance with relatively fewer
but representative training samples, especially when the labels are expensive and very hard
to obtain. These samples may be selected from an unlabeled dataset by posing queries and
then asking labels from an oracle [133]]. Dasgupta and Hsu have analyzed sampling bias and
proposed a clustering-based active learning approach for hierarchical sampling with proved
statistical properties [37]. An algorithm called Cluster-adaptive active learning was proposed
in this active learning approach. This algorithm first randomly selects several samples; then, it
selects samples whose probability belongs to a specific range, where such samples are assumed
not to be pruned. The probability is calculated by an active learning rule which helps to reduce
sampling size. After each cluster is generated by the active learning sampling algorithm, this
algorithm finds the observed majority label in each cluster, and assigns this label to all samples
in this cluster. This approach is proved to be statistically consistent and have lower label
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complexity than supervised learning by selecting biased samples for training. General active
learning techniques have been extensively reviewed in [133]].

Uncertainty sampling and diversity sampling. Among various active learning techniques,
uncertainty sampling is one of the widely used, which was first proposed by Lewis and Gale
[98]. Normally, uncertainty sampling approaches select samples by measuring their uncer-
tainty, such as probabilistic confidence [36], fisher information [[133]], entropy [68] and so on.
This technique is usually associated with a probabilistic learning model in order to infer labels
with the highest probability [90; [126]. A common issue of uncertainty sampling approaches,
although computationally efficient and simple to use, is that they do not consider the diversity
of data, for example, data with imbalanced class distribution [45]. Furthermore, most of ex-
isting uncertainty sampling techniques have the limitation that a sample can be an uncertain
sample to one class but a certain sample to another class [[72]].

Diversity sampling is also a useful technique in active learning [16; [156], which aims to
select representative samples according to the data distribution. In practice, while uncertain
samples are often similar to each other [157], diversity sampling requires samples to be dis-
similar in certain features. Thus, samples from different groups or classes are more preferred.
In this thesis, we adopt the I, ; norm [76] as a measure for diversity sampling.

Active learning for the class imbalanced problem. One of the critical issues in entity resolu-
tion is the class imbalanced problem, where there are more true non-matches than true matches
for resolving datasets [26;49]]. Ertekin et al. [45] showed that active learning can provide al-
most the same or even better results in solving the class imbalance problem, in comparison
with the oversampling and/or undersampling approaches which also aim to alleviate the class
imbalanced problem in entity resolution [[18].

In 2013, Ferdowsi et al. proposed an active learning approach to deal with the imbalance
class problem [48], which used an unsupervised score called Mean Score on the Unlabeled set
(MSU) to switch between different candidate Instance Selection Strategies (ISS) for classifica-
tion in imbalanced datasets. The MSU score is obtained based on the mean score of top k%
ranked examples from the unlabeled pool where k varies according to the evaluation metric.
The authors have a hypothesis that if a classifier gets better, the MSU calculated based on the
top k% samples will increase on average. Thus, the score may change during each iteration of
the active learning process and the best will be selected. Finally it selects the best ISS in each
iteration according to the values of the MSU score.

Learning-based active learning. Despite a large number of studies on developing active
learning approaches, it is still difficult for a specific task to determine its best-suited one. Thus,
meta-learning algorithms have attracted much attention in recent years, driven by the desire to
automate the selection process of active learning approaches. These approaches are also called
learning-based active learning approaches, which were proposed to deal with such limitation
when pre-defined heuristics become less useful during the model training process [69; 93]]. In
these approaches, the estimated performance of a current model is used as heuristics instead of
pre-defined heuristics for sampling. Two kinds of learning-based active learning approaches
have been proposed in the literature: One learns to select active learning strategies for a given
dataset [69]]; The other builds a machine learning model to rank samples for selection [93]].
Hsu and Lin [69] proposed Active Learning by Learning (ALBL) which relates active
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learning with a multi-armed bandit learner. This approach aims to learn from the performance
of a set of active learning strategies (e.g. algorithms) adaptively so as to decide which is the
best. Specifically, it actively selects samples iteratively in terms of their voting scores from
a set of active learning algorithms by solving the multi-armed bandit (MAB) problem, where
each arm is an active learning algorithm. Furthermore, the voting score of a sample in a given
iteration is the sum of the probabilities of selecting this sample by each algorithm times the
weight vector of each algorithm. Thus, it can be calculated in two steps. Firstly, the weight
vector of each algorithm is calculated, which can be analogized as the reward for bandits in
MAB. Secondly, the probability of selecting a sample and querying its label for each algorithm
is calculated. Chu and Lin extended this work by using LinUCB (Linear Upper-Confidence-
Bound) as a measure instead of IW-ACC to calculate the rewards for different active learning
strategies. LinUCB is a state-of-the-art technique in balancing the exploration and exploitation,
i.e., the estimated reward of using a strategy and the uncertainty of using this strategy. This
extension can also transfer the experience on active learning strategies from one dataset to
different datasets [31].

The key idea of a recent work called Learning Active Learning (LAL) [93] is to train a
regressor which can predict the generalization error reduction of each unlabeled sample and
greedily select one with highest error reduction for labeling. This regressor can be trained
as follows: First, given two training sets differing in only one sample, a pair of classifiers is
trained, and the corresponding error reduction value of the sample is obtained. Second, the
parameters from different pairs of classifiers and the corresponding error reduction values are
collected using the Monte Carlo method [63] to train the regressor.

There are several other approaches named with “learning to sample”. For example, Li et
al. [100] proposed a generative adversarial network (GAN) based sampling approach which
learns to generate synthesized samples by learning likelihood ratios. This approach can also
learn to draw samples from an un-normalized distribution via a reference distribution or using
Markov Chain Monte Carlo (MCMC). Jamshidi et al. [73] proposed a transfer learning-based
approach, which learns the changing of each environment repeatedly for sample selection in
configurable software systems. Dovrat et al. [42] proposed an approach to simplify 3D point
clouds by matching them to a fixed size of samples via a learned deep network. However, all
these approaches do not specifically focus on developing active learning techniques.

In summary, existing work still has the limitations that: (1) When the training samples
are not sufficient, they use synthetic data with simple features to train a regressor for entropy
prediction, not real data. (2) They only consider the uncertainty of samples and focus on deal-
ing with binary classification problems. Particularly, as reported in [157]], uncertain samples
are often similar to each other, i.e., the neighbours of an uncertain sample are also of high
uncertainty. Additionally, none of the existing work aims to solve entity resolution tasks using
learning-based active learning techniques.
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3.4 Ensembling Techniques for Classification

Bagging [15] is a parallel ensembling technique which refers to bootstrap aggregation based
on bootstrap sampling technique:
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Where M is the number of classifiers f,,(x). The training data for each classifier is a subset
of the whole training set using bootstrap sampling (drawn with replacement). The final output
of a bagging model is a voting score for classification or the averaging score for regression.
Random forest [67; [140] can be regarded as an extension of bagging, which uses not only a
random subset of training data, but also a random subset of features for each classifier. Thus
it can reduce both variance and bias w.r.t. the bagging technique and the CART (Classification
And Regression Tree) [14] structure.

Boosting is a sequential ensembling technique which refers to a family of algorithms that aim
to build a strong classifier w.r.t. a set of weak classifiers sequentially. In boosting, weights
are assigned to samples or trees iteratively during the process of training weak classifiers by
re-weighting. The final output of a boosting model can be a weighted majority vote for clas-
sification or a weighted sum values of each individual classifier for regression. A number of
boosting techniques have been proposed which use a set of weak learners (e.g. decision tree
and SVM) to create a single strong learner [83]]. Freund developed the first boosting algorithm
[52]]. Later on, the first adaptive boosting approach, called AdaBoost, was proposed [54], in
which the parameters of a model can be self-adjusted based on the actual performance in each
iteration, including weights for samples and weights for additive learners. Compared with Ad-
aBoost, which favors on dealing with classification tasks, Gradient Boosting [55]] approaches
were proposed to solve both classification and regression problems by reducing the loss of a
model in a gradient descent manner.

For example, AdaBoost with additive model aims to minimize the exponential loss:
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Specifically, in boosting algorithms such as Adaboost and Gradient boosting, a general way
to minimize the loss is to train each additive function f;(x) which aims to reduce the residuals
y— ;n_:ll fm(x) of the predictions from previous functions as its objective.

The state-of-the-art and widely used gradient boosting approach is XGBoost [19]]. With the
use of the sparsity-aware algorithm and the weighted quantile sketch for approximate learning,
XGBoost can deliver results more accurately and efficiently than previous work. There are
also some other boosting models in the literature: Light GBM [82] performs well when the
dataset is extremely large, which uses a leaf-wise tree growth strategy instead of level-wise
tree growth in other models; CatBoost [41]] targets at handling high dimensional data, such as
large numbers of categorical variables that need to be one-hot encoded.
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3.5 Generative Adversarial Networks

Generative adversarial network (GAN) was proposed by Goodfellow et al. [60]. The key idea
of GAN is that two networks, a generator and a discriminator, play a minimax game so that
they converge gradually to an optimal solution. The generator aims to generate fake samples to
“fool” the discriminator by simulating the distribution of real samples, while the discriminator
targets to distinguish fake samples (generated by the generator) from real samples. Due to
the success of GAN in generating realistic images, a large number of studies have extended
GAN to dealing with various tasks such as sample classification with semi-supervised learning
[[138 [130], labeled sample generation [109] and label generation [38]. Various techniques
have also been proposed to improve GAN'’s performance by alleviating the mode collapse and
convergence problems [[130; 15]].
The objective function of the original GAN plays a minimax game as:
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where p . (x) refers to the distribution of real samples, and p,(z) refers to the distribution of
generated samples.

Later on, a fixed objective function using “-log D trick” was proposed [59]], where the loss
of the discriminator is not relied on the generator:

mé'n max By para () [10gD (x)] + Ey 2y [—logD(z)]

There are also some other techniques and tricks used to improve GANs performance, such
as feature mapping [[130]. Although GAN-based techniques are exploding, they cannot be
directly used in solving entity resolution tasks for three reasons: (1) entity resolution datasets
are often highly imbalanced, which aggravates the need of sufficient labeled training data,
and may cause the mode collapse problem during the training process; (2) Most of the GAN-
based approaches, including the ones designed for semi-supervised learning [138]], have not
considered the case of training with an extremely limited number of real labeled samples; (3)
Traditionally, the generator in GANs is designed to generate new samples; however, for entity
resolution tasks, classifying all unlabeled samples is the ultimate goal. In this thesis, we build
ERGAN which will be presented in Chapter[7]to fill in this gap.



Chapter 4

Active Blocking Scheme Learning for
Entity Resolution

4.1 Introduction

Blocking is an important process in entity resolution which helps to improve the time efficiency
by grouping potentially matched records into the same block at the beginning of the entity
resolution tasks. In this chapter, we study the problem of how to learn a blocking scheme
efficiently under a limited number of labeled samples with quality guarantees.

In recent years, both supervised and unsupervised approaches have been proposed for
blocking scheme learning, such as Blocking Scheme Learner (BSL) which targeted at auto-
matically learning effective blocking schemes [108]] and Fisher which used similarity based
labels for record pairs to build a training set w.r.t. the TF-IDF measure, and a blocking scheme
can then be learned from a training set [84]. However, these existing approaches on blocking
scheme learning still have some limitations:

* It is expensive to obtain ground-truth labels in real-life applications. Particularly, match
and non-match labels in entity resolution are often highly imbalanced [[146], which is
called the class imbalance problem and aggravates the cost of labels in blocking scheme
learning. For example, given a dataset with two tables, each table containing 1,000 non-
duplicate records, the total number of record pairs will be 1,000,000, but the number
of true matches is no more than 1,000. The class imbalance ratio of this dataset is thus
at most 1:1,000. This indicates that the probability of randomly selecting a matched
pair from this dataset is 0.1%. Existing supervised learning approaches use random
sampling to generate blocking schemes, which can only guarantee the b